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A
tomic force microscopy (AFM1),
developed in the mid-1980s, has
become a widely used tool for mea-

suring topography and probe-sample forces
on micro- and nanoscale surfaces. Since the
introduction of the original method, more
sophisticated variations have been devel-
oped which offer new capabilities. One
of these variations is multifrequency AFM,
which was introduced by Garcia and co-
workers in 2004 for noncontact amplitude-
modulation applications in air and later
extended to repulsive contact and liquid
environments.2�9 The underlying concept
consists of mapping the phase of one high-
er eigenmode of the cantilever, which is
excited with constant drive amplitude and
frequency, simultaneously while the funda-
mental eigenmode is used to carry out
topographical imaging through the stan-
dard amplitude-modulation (AM) method.10

The oscillation amplitude of the higher ei-
genmode is significantly smaller than that
of the fundamentalmode, and can be varied
independently of the topographical con-
trols scheme. This allows the probe to ex-
plore a wider range of tip�sample interac-
tions while mapping the compositional
contrast of the surface through the phase
shift. There exist a number of other
multifrequency andmultiharmonic imaging
techniques which have also been intro-
duced recently, each having its own appli-
cation niche.11�17

The multifrequency concept of Garcia and
co-workers (henceforth referred to AM-OL,
since it is the combination of AM for the
fundamental mode and an open-loop (OL)
drive for the higher mode) was subse-
quently extended to frequency modulation
(FM) imaging in ultrahigh vacuum by Meyer
and co-workers18 and to a combination of
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ABSTRACT Characterization of subsurface morphology and mechanical properties

with nanoscale resolution and depth control is of significant interest in soft matter fields

like biology, polymer science, and even in future applications like nanomanufacturing,

where buried structural and compositional features are important to the functionality of

the system. However, controllably “feeling” the subsurface is a challenging task for which

the available imaging tools are relatively limited. In this paper, we propose a trimodal

atomic force microscopy (AFM) imaging scheme, whereby three eigenmodes of the

microcantilever probe are used as separate control “knobs” to simultaneously measure the topography, modulate sample indentation by the tip during

tip�sample impact, and map compositional contrast, respectively. We illustrate this multifrequency imaging approach through computational simulation

and experiments conducted on ultrathin polymer films with embedded glass nanoparticles in ambient air. By actively increasing the tip�sample

indentation using a higher eigenmode of the cantilever, we are able to gradually and controllably reveal glass nanoparticles which are buried tens of

nanometers deep under the surface, while still being able to refocus on the surface.

KEYWORDS: atomic force microscopy . indentation . soft matter . stiffness . multimodal . amplitude modulation .
frequency modulation
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AM and FM by us, in which the fundamental mode was
used to map the topography, as in AM-OL, while a
higher eigenmode was driven using FM for composi-
tional contrast (thismethod is henceforth referred to as
AM-FM19�22).We further implemented a trimodal scheme
(either AM-OL-FM, AM-FM-OL or AM-OL-OL;19,20 see
Figure 1 for a schematic of the instrumentation) which
was shown to be stable for imaging in air. We also
showed that the measured observables for different
eigenmodes agreed qualitatively with one another.
For example, we showed mathematically, computa-
tionally, and experimentally that the phase contrast
obtained for higher eigenmodes driven with OL is
qualitatively antiparallel to the frequency shift contrast
obtained for higher eigenmodes driven with FM (this is
true both in bimodal21,22 and trimodal19,20 operation).
While the benefits of the bimodal scheme of Garcia

and co-workers (and any variants of it) were immedi-
ately evident in that it offered two relatively weakly
coupled control “knobs” that the user could manipu-
late in order to optimize topographical imaging and
compositional contrast mapping, respectively, it was
not clear whether our trimodal scheme could offer any
additional benefits. That is, it was not clear whether
one could use a third eigenmode as a new control knob
that would allow the user to manipulate an additional
aspect of sample characterization. Besides, the instru-
mentation required to implement the trimodal con-
trols is more elaborate, for obvious reasons, and the
method was also shown to have potential operational
disadvantages. Specifically, we showed in ref 20 that (i)
the three eigenmodes can perturb one another to a

greater or lesser degree, depending on the imaging
conditions and sample type; (ii) the use of higher
eigenmodes significantly increases the depth to which
the cantilever tip penetrates into the sample during
every tap, leading to different results depending on
how many eigenmodes are driven and what their
amplitudes are; and (iii) the cantilever tip oscillation
is such that not all tip�sample impacts are equal, thus
leading to an imaging process in which the cantilever
response never reaches a true steady state.
In this work, we leverage the previous features of the

bimodal and trimodal methods in implementing a
trimodal scheme which offers separate knobs for
optimizing topographical imaging, sampling depth
and compositional contrast, respectively. In other
words, we optimize each eigenmode for a different
purpose. The first eigenmode settings are optimized
for topographical imaging as in standard tapping-
mode AFM. The second eigenmode is used for com-
positionalmapping as in themethods of Garcia and co-
workers. Finally, the third eigenmode is driven with
increasingly larger amplitude which increases tip pen-
etration and in some cases leaves the surface tempora-
rily indented, thus revealing buried features. As illu-
strated schematically in Figure 2, this method can be
useful for studying samples having subsurface fea-
tures, which the user can characterize by performing
scans at varying sampling depths. An interesting field
of application for this technique could be, for example,
probing the distribution or alignment of nanosized
particles in new composite materials. One of the first
applications of carbon nanotubes was, for instance,
modifying the mechanical properties of composite
materials (see, e.g., ref 23 and refs therein). Also other
kinds of nanoparticles have been shown to improve
the material properties of a variety of composites (see,
e.g., ref 24). Our proposed method is able to add a
significant contribution in further studying and render-
ing these new materials since it offers a way to locate
and mechanically characterize these subsurface struc-
tures with lateral resolution in the nm regime. Other

Figure 1. Schematic layout of the setup used. The cantilever
is excited at the frequencies of three different eigenmodes
simultaneously. In the simplest case (AM-OL-OL), this can be
accomplished by adding the drive signals of three function
generators. In this case, the oscillation signal from the
photodiode canbe readby three separate lock-in amplifiers
to determine the amplitudes and phase shifts of the corre-
sponding eigenmodes. For the more sophisticated cases
(AM-FM-OL or AM-OL-FM), one of the drive signals from the
function generators has to be replaced by an appropriate
FM driving signal, e.g., from a phased-locked loop (PLL)
electronics. In this case, the PLL is used to determine the
frequency shift of the oscillation signal and either its
response or drive amplitude. The first eigenmode oscilla-
tion amplitude is used as an input signal for the tip-sample
distance feedback.

Figure 2. Practical illustration of sample scans performed at
varying tip penetration depth for a sample having subsur-
face features. Suchmodulationof the indentationdepth can
be achieved simultaneously with topographical imaging
and compositional mapping through trimodal AFM. The
depicted sample setup consists of a thin polydimethylsilox-
ane (PDMS) layer (several tens of nanometers in thickness)
which was spin-coated onto a silicon wafer that had been
previously coated with glass nanoparticles. By removing
parts of the PDMS film via scratching, the bare silicon oxide
surface can be used as a height reference.
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important areas which can profit from subsurface
imaging are, for example, biological and medical ap-
plications. Nanomaterials have found their way into a
fairly broad range of clinical applications, and topics
like biocompatibility and toxicity of nanosized com-
pounds are frequently discussed (see, e.g., ref 25 and
refs therein). It is also often necessary to study the
subsurface of biological matter (e.g., the inside of cells)
to detect the presence and distribution of organelles
and nanomaterials.26 Different methods have been
used in the past to tackle the task of analyzing buried
structures. Most commonly, scanning or transmission
electronmicroscopy is used nowadays for this purpose
(see, e.g., refs 27 and 28). However, a few scanning
probe microscopy based subsurface detection techni-
ques have also been established, which range from
electrical detection,29�31 ablation-based methods,32

and ultrasonic wave detection,33�39 to spectroscopy
based methods.40,41 Our approach joins this young
family of subsurface force microscopies bringing
added flexibility, relative ease of use, and short char-
acterization time.
We illustrate the concepts and application of the

technique through simulation and experiments. For
the sake of brevity, we do not repeat the intricacies of
previously reported methods (by us and by others),
except when this is necessary to understand the
proposed approach.

PROPOSED TRIMODAL IMAGING STRATEGY

The proposed imaging concept consists in using
three different eigenmodes as separate control knobs
to (i) optimize topographical imaging (fundamental
eigenmode), (ii) modulate tip penetration depth
(a high eigenmode), and (iii) map compositional con-
trast (a very sensitive eigenmode, lower than the one
used for depth modulation). For example, if the first
three eigenmodes are driven, the third eigenmode
would be used to modulate tip penetration, while the
second eigenmode would be used to map com-
positional contrast (the fundamental mode would of
course be used for topographical imaging). The com-
positional mapping eigenmode can be driven either in
OL or FM (see ref 22 for a comparison).
The selection of the highest driven eigenmode for

regulating tip penetration can be justified by inspect-
ing the dimensionless equation ofmotion of a damped
harmonic oscillator.21,22,42�44

d2z

dt
2 ¼ �zþ 1

Q
� dz

dt
þ cos(t)

� �
þ Fts(D)

kA0
(1)

Here A0 is the free oscillation amplitude, z(t) = z(t)/A0
is the dimensionless tip position with respect to the
cantilever base position, D(t) = D(t)/A0 is the dimen-
sionless tip�sample distance (in the above equation,
D(t) = d(t)þ z(t), where d is the cantilever base position
with respect to the sample surface, see Figure 1), t =ω0t

is the dimensionless time, k is the cantilever force
constant (stiffness), and Fts is the tip�sample interac-
tion force. We have also used the approximation A ≈
A0 = F0Q/k,

10 where F0 is the amplitude of the excitation
force, and have grouped the damping and excitation
terms together in brackets with the coefficient 1/Q,
whereQ is the quality factor. It can be inferred from the
last term on the right-hand side of this equation that
the tip�sample forces are normalized by the product
of the force constant times the free oscillation ampli-
tude, such that the external force term becomes more
or less relevant to the dynamics when the product kA0
becomes smaller or larger, respectively. Since the
cantilever becomes more sensitive to external forces
when this term becomes more dominant, sensitivity
increases with decreasing amplitude. As the product
kA0 decreases, the oscillator is more easily perturbed
by the tip�sample forces, whereas the perturbations
are less significant when this product increases. In the
present method, one wishes to have a knob that can
easily increase tip�sample penetration, so one chooses
the highest driven eigenmode, which has the high-
est dynamic force constant and thus the largest pro-
duct kA0.
Figure 3 shows simulations which illustrate that the

gain in tip�sample penetration is greatest for the hig-
hest eigenmodes, in agreement with eq 1. This figure
also illustrates that penetration can be increased by
increasing the amplitude of any eigenmode, even the
fundamental (see also refs 45�47 for seminal studies
on viscoelastic sample response and increased tip�
sample indentation of compliant materials in single
mode AFM). However, the gain in penetration is
greater for the higher eigenmodes. Figure 3 shows
only curves generated for bimodal cases, but we also
analyzed cases where all three eigenmodes are excited
(not shown), which reveal qualitatively similar trends.
Figure 4 shows simulated amplitude and phase curves
vs cantilever position for three different combinations
of amplitudes for the first three eigenmodes, also
illustrating that the highest eigenmode is the least
sensitive to the tip�sample forces. This can be inferred
from the fact that the amplitude and phase of the third
eigenmode (red trace) vary the least when the canti-
lever is lowered toward the sample, in comparison to
the amplitude andphase of the other two eigenmodes.
In agreement with the arguments above, the user

should choose the lowest possible higher eigenmode
that can be controllably driven for carrying out com-
positional contrast mapping (the fundamental mode is
still reserved for topographical imaging, since it has the
lowest frequency and thus controls the number of
sample impacts per unit of time). This is because here
onewishes to use a highly sensitive eigenmode for this
purpose. Figure 4 illustrates that the second eigen-
mode is much more sensitive to the presence of the
sample than the third one, which makes it more
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suitable for mapping compositional contrast. The con-
trol knob in this case, which tunes its ability to map
material properties, is this eigenmode's free amplitude,
which as Figure 4 shows, directly influences its sensi-
tivity. Again, the eigenmode becomes more sensitive
(i.e., it is more easily perturbed by the presence of the
sample) as its amplitude decreases. The effect of the
amplitude is further illustrated in Figure 5, which
schematically shows the free and engaged amplitude
and phase response of a higher eigenmode for three
different free oscillation amplitudes (experimentally
these curves can be constructed by sweeping the drive
frequency of the higher eigenmodewhile observing its
response phase and amplitude when the sample is
engaged and when it is not engaged). In the first case
(a and b, largest amplitude), the eigenmode is not
significantly perturbed upon engaging the sample,
leading to a very small change in the phase and
amplitude, in turn leading to low sensitivity character-
ization: themagnitude of the response variables, phase
and amplitude shift, is very small andmay thus be hard
to detect. In the second case (c and d), the smaller
free amplitude leads to a greater perturbation of the
eigenmode, which in turn results in a greater change in
its response variables, making the characterization
more sensitive: the magnitude of the observables is
greater and so is their rate of change (i.e., the slope of
the phase and amplitude vs frequency curves at the
vertical red dashed line). In the third case (e and f), the
free amplitude has been reduced further, which further
enhances the perturbation and makes the eigenmode
even more sensitive, although this is not necessarily

Figure 3. Computational results illustrating increased tip
penetration depth when higher eigenmodes are active. The
traces are labeled with the amplitude used of the first three
eigenmodes and the legend is the same for both graphs. For
example, “105, 5, 0” means that the free oscillation ampli-
tudes of these eigenmodes were 105, 5, and 0 nm, respec-
tively. The graph also shows that penetration changes with
changes in cantilever position are not as smooth with the
second eigenmode as they are for the third and first modes.
This is because the tapping frequency of the third eigen-
mode is higher, leading to a more regular impact, closer to
the behavior of a single frequency impact. The surface
parameters used for this simulation (see Figure 8a in
Methods section) were K0 = Kinf = 10 N/m and Cd = 1 �
10�5 Ns/m. The cantilever parameters were k1 = 4 N/m,Q1 =
150, f1 = 75 kHz, Q2 = 3Q1, Q3 = 5Q1, f2 = 6.25f1, f3 = 17.6f1.
Thehighermode force constantswere adjusted through the
relationship ki = k1(fi/f1)

2.

Figure 4. Numerical simulation results illustrating modulation of the sensitivity of the compositional mapping eigenmode
(second eigenmode in this case, see also Figure 5): amplitude and phase for eigenmode amplitudes of 100, 2.5,10 (a and b,
respectively), 100, 5, 10 (c and d, respectively) and 100, 10, 10 (e and f, respectively). Note that in the top row the trace for the
first mode is plotted on the left axis, while the traces formodes 2 and 3 are plotted on the right axis. The results show that the
third eigenmode (red trace) is highly insensitive to the change in cantilever distancewith respect to the sample for the sample
selected. The second eigenmode (blue trace) is highly sensitive to the presence of the surface for the selected amplitudes and
becomes more sensitive as its amplitude decreases, in agreement with eq 1. The higher sensitivity for decreasing free
amplitude can be seen in the steeper change in the phase upon initial approach toward the sample (the blue trace drops
below the other two traces as the second eigenmode free amplitude decreases). The surface and cantilever parameters are
the same as for Figure 3. The legend is the same for all graphs.
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desirable. If the compositional eigenmode is driven in
OL, the latter situation would be undesirable because
although the phase and amplitude shifts are large
(which makes them more easily detectable), they fall
in the regions where the respective curves are flatter,
such that changes in the nature of the sample lead to
smaller changes in the observables. In contrast, if the
eigenmode is driven in FM, it may be desirable to have
the larger frequency shift, although if the frequency
and amplitude shift are excessive, this may also lead to
instabilities in the controls scheme. Further discussion
on these topics can be found in refs 20 and 22.

EXPERIMENTAL IMPLEMENTATION AND DIS-
CUSSION

To evaluate the proposed method, we performed
AFM imaging experiments on soft polydimethylsilox-
ane (PDMS) films with embedded glass nanoparticles
(see Figure 2 for an illustration of the sample setup).
The soft PDMS films are spin coated onto hard silicon
oxide substrates. After scratching parts of the PDMS
film away, the silicon substrate serves as a reference
height during the measurement. Figure 6 shows AM-
OL-OL AFM measurements where we used the first
eigenmode of the cantilever for imaging the topo-
graphy, the second eigenmode for obtaining com-
positional contrast and the third eigenmode for ac-
tively adjusting the peak tip�sample indentation. The
images in the three columns are measured for three
different amplitudes of eigenmode 3 (amp3 = 0, 9, and
27 nm, from left to right), while all other imaging
parameters, especially the free amplitudes of eigen-
mode 1 and 2 and the imaging set point, were kept

constant. The first row depicts the measured topogra-
phy information, whereas the subsequent rows show
the phase shift images for the three eigenmodes. The
PDMS film can be found on the left side of each image
(yellow colors in height and phase images), and the
silicon substrate is located on the right side (dark
brown regions in topography images and violet re-
gions in phase images). These darkest regions serve as
a reference height for our topography measurements.
It is evident in the topography images (first row) that

the measured height of the PDMS layer decreases with
increasing third eigenmode amplitude resulting in
darker colors for the PDMS film for each subsequent
image (from left to right). This reduction in measured
height directly reflects the higher tip�sample indenta-
tion when increasing the highest eigenmode's ampli-
tude as described in the previous section. On the right
side of the topography image for amp3 = 0 nm (left
column), it can be seen that the silicon substrate is not
completely free of soft material after scratching. This is
confirmed by the corresponding phase image which
shows yellow (i.e., soft in this case) regions over the
scratched portion of the surface. The images in the
middle and right columns reveal that these soft re-
gions on the silicon substrate seem to vanish with in-
creasing third eigenmode amplitude. This is explained
by the fact that the remaining soft material gets in-
creasingly compressed with higher tip�sample inden-
tation and the tip starts “feeling” the underlying hard
substrate. Furthermore, it is noticed that the PDMS
films look smooth and almost featureless for amp3 = 0
and 9 nm, whereas multiple features appear below the
surface for amp3 = 27 nm. In this case of the highest

Figure 5. Conceptual illustration of sensitivity optimization for the compositional eigenmode. Each column illustrates a
separate “experiment00” using a different free oscillation amplitude, with the top row describing the free (away from the
sample) and engaged amplitude-frequency response of the eigenmode and the bottom row describing the corresponding
phase-frequency responses: large amplitude (a and b), mediumamplitude (c and d) and small amplitude (e and f). The dashed
horizontal black line indicates the amplitude and phase values for free oscillation of the eigenmode driven at the resonance
frequency, while the dotted horizontal blue line indicates the engaged values for the same variables at the same drive
frequency. The perturbation of the eigenmode dynamics becomesmore significant as the amplitude decreases, in agreement
with Figure 4 and eq 1. Further details on the amplitude and phase response of higher modes in multifrequency imaging can
be found in our previous studies.20,22 The legend is the same for all graphs.
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third eigenmode amplitude, the AFM tip indents so
deep into the PDMS film during each oscillation cycle
of the first eigenmode that it is able to sense the glass
nanoparticles which are embedded in the film. This
effect is most impressive when comparing the images
of the second eigenmode phase channel (third row)
which provide the highest lateral contrast.
Figure 7 depicts single topography (top graph) and

second eigenmode phase (bottom graph) scan lines
which were taken from the corresponding images in
Figure 6 (positionsmarkedwith red arrows). These scan
lines reveal a decreasing measured average height of
the PDMS films from ≈34 nm (blue line) to ≈28 nm
(green line) to ≈10 nm (red line) for increasing third
mode amplitudes. In the corresponding phase scan
lines, the parts of the surface which are covered by
PDMS can be clearly distinguished form uncovered
parts by comparatively higher phase values (ΔΦ≈ 40�
between the PDMS and the silicon oxide surface).
Interestingly, in the red and green topography scan
lines as well as in all three phase scan lines, a single
feature is visible (at an x-position of ≈0.6 μm) which is
caused by an agglomeration of glass beads. The height
of this feature (≈36 nm) is close to the measured
average height of the PDMS film under conditions with
amp3 = 0 nm. Except for this single feature, the phase
scan lines for the two lowest third eigenmode ampli-
tudes (blue and green curves) do not show any other
features within the PDMS film (compare to the smooth

appearance of the PDMS film in the second eigenmode
phase images in Figure 6 third row). However, in the
case of the highest third eigenmode amplitude (red
curve), the phase scan lines (and images in Figure 6) are

Figure 6. AFM imagesmeasured on a soft PDMS film which is supported by a hard silicon oxide substrate. In the right part of
the images, the PDMS film was scratched away to expose the bare silicon oxide surface. The top row shows topography
images for three different free third eigenmode amplitudes. The corresponding phase images for all three eigenmodes are
depicted in the subsequent rows. Imaging parameters: A1free = 126 nm, amplitude set point ratio = 0.6, A2free = 1 nm.
Cantilever parameters: Cont40A (MPP-33120, Bruker), k1 = 2.7 N/m, Q = 165, f1 = 42.2 kHz, f2 = 264.7 kHz, f3 = 738.8 kHz.
Through the relationship ki = k1(fi/f1)

2, the higher mode force constants can be approximated as k2 = 106 N/m and k3 = 830 N/m.

Figure 7. Single scan lines taken from images in Figure 6
(positions of the scan lines are indicated in Figure 6 by red
arrows). Top graph: topography scan lines for three differ-
ent third eigenmode amplitudes (scan lines are slightly
shifted in x and z-directions to match sample drift and
adjust for the same reference height (silicon surface),
respectively). Bottom graph: corresponding scan lines
showing the phase shift of the second eigenmode (for
better visibility the blue and red curves are shifted by
(30 deg.).
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littered with peaks and potholes in the region of the
PDMS film which are caused by underlying single glass
nanoparticles. Under these conditions, the PDMS film is
compressed so strongly that even single glass nano-
particles (average diameter 13.7 ( 2 nm) become
visible. To unambiguously confirm that the imaged
features are caused by embedded glass nanoparticles,
we performed a control experiment where a sample
with glass beads is directly compared to a sample
without embedded features (see Supporting Informa-
tion Figure S1). Indeed the features are only observed
on the sample with embedded nanoparticles under
high indentation imaging conditions.
The behavior found for the PDMS films under the

imaging conditions examined was fully reversible,
meaning that we could not observe any permanent
deformations of the PDMS film after reducing the
indentation forces again. Nevertheless, we have
observed that imaging with high indentation forces
for prolonged periods can result in blunting of the AFM
tips for our samples. We believe that this effect is
increased in our measurements since ≈1/3 of the
imaging area was not covered by PDMS in order to
have the silicon oxide surface as a reference height.
Tapping with the AFM tip on this rather hard sur-
face during “high indentation” imaging conditions
increases the wear of the tip significantly. However,
for most applications the presence of a hard reference
surface will not be needed which will reduce the
tip wear.
The measurements presented show unambiguously

that the proposed imaging strategy of using a higher
eigenmode to increase the tip�sample indentation is
able to detect nanometer sized subsurface features
which are buried in softer matrices. Since the method
utilizes tip oscillations in the normal directionwith high
frequencies (on the order of 100 oscillations of the first
eigenmode per imaging pixel), increasing the tip�
sample indentation in the proposed way should not
result in increased lateral forces during scanning of the
surface. This is a clear advantage in comparison to
increasing the loading force in contactmode operation
which will result in significant tearing/damaging of the
sample surface. Comparing the method to previously
introduced subsurface techniques which also rely
on mechanical indentation of the sample surface
(spectroscopy based methods40,41) our approach is
capable of achieving the desired information during
the standard imaging process without the need for
relatively slow “force volume scanning” or complex
offline data analysis.
Additionally, the presence of separate control “knobs”

in trimodal AFM enriches the experimentalist with
options for finding the best imaging conditions.
Having the ability to choose between different free
amplitudes for the different eigenmodes as well
as amplitude set points for the tip�sample distance

feedback allows the user to adjust the imaging mode
for a large variety of relevant samples types. As an
example, harder or more “sticky” samples might re-
quire higher first eigenmode amplitudes, while softer
samples or samples with less attractive forces could be
adequately imaged with smaller amplitudes, etc. In
both cases, however, the higher eigenmode para-
meters can be varied independently to optimize peak
indentation and compositional contrast.
In this work, we have used AM-OL-OL AFM, which is

the simplest and most stable of the different triple
frequency operation modes. It has been previously
shown that stable imaging is also possible while excit-
ing one eigenmodewith the FM technique (AM-FM-OL
or AM-OL-FM operation),19,20 so these modes could be
used for the proposed method as well. However, here
we are focusing on AM-OL-OL operation for increasing
the tip�sample indentation by using a higher eigen-
mode since the discernment of FM vs OL operation is
not the object of this paper.
We do point out that the compositional mapping (in

our case through the second eigenmode images) does
not necessarily reveal quantitative material informa-
tion. Reasons for this are that the penetration of the tip
into the sample surface is neither uniform nor con-
trolled, tip�sample forces are nonlinear, and the ob-
servables are averages over multiple of oscillation
cycles, etc. Nevertheless, the method offers a conve-
nient way for mapping the surface and subsurface and
obtaining material contrast easily, rapidly and without
excessive sample damage.
As in every AFM experiment, the lateral resolution of

the method is determined primarily by the radius of
the tip apex. In general, the lateral resolutionwhich can
be achieved using the method when imaging subsur-
face features is poorer than in the case where the glass
beads are not embedded into a polymermatrix. For the
data shown in Figures 6 and 7 the lateral resolution for
the buried nanoparticles is on the order of 30 nm, since
two single glass beads can still be distinguished in the
second eingenmode phase images if they are sepa-
rated by this distance.
Since the depth of single impacts of the tip into the

sample surface are not equal in trimodal AFM (see
Figure 8e which shows that not every oscillation
reaches the deepest sampling points), it may be ne-
cessary in some cases to reduce the sampling fre-
quency of the signals, which may limit the maximum
possible scan speed. For the data shown here we were
sampling at a rate of 512 image pixels per second and
the frequency of the first eigenmode was 42 kHz. This
corresponds to over 80 tip�sample impacts per pixel,
ensuring a reasonable amount of averaging.
Finally, we note that the theoretical model, which

was used to describe the effects of increasing or
decreasing higher eigenmode amplitudes, does not
contain specific types of forces which may play an
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important role during the imaging process, like, e.g.,
adhesion, thin-fluid-film forces, etc. Although these
types of force are not considered in a specific way,
the general outcome of our dimensional analysis cov-
ers them all since the importance of the force term F in
eq 1 to the dynamics is modulated by the product kA
regardless of what the forces are.

CONCLUDING REMARKS

We have presented a new trimodal imaging strategy
that can be applied to detect and image features that
are buried tens of nanometers under the sample sur-
face with nanoscale lateral resolution. By using three
different oscillation eigenmodes of the AFM cantilever,
one can obtain topographical and compositional in-
formation of the sample surface simultaneously, and in
addition actively change the tip�sample indentation.
It has been shown theoretically as well as experimentally

that by adjusting the different control “knobs” of the
proposed method (i.e., free amplitudes of different
cantilever eigenmodes) each of the chosen eigen-
modes can be tailored to serve a separate purpose,
namely, topographical imaging, compositional con-
trast mapping, and tip-sample indentation control.
This capability can be adequately explained by analyz-
ing a dimensionless version of the equation of motion
of a harmonic oscillator.
The method presented can offer a significant con-

tribution to a wide range of applications in materials
science, biology, and many nanoscale applications
where the subsurface structure plays an important
role. Specifically, the technique serves as a versatile
tool for “touching” and observing the surface and
subsurface of the sample in its pristine form, without
requiring complex surface preparation procedures to
enable “a look at the inside”.

METHODS

Simulation Methods. For our numerical simulations three
eigenmodes of the AFM cantilever were modeled using indivi-
dual equations of motion for each, coupled through the
tip�sample interaction forces as in ref 20. Each eigenmode
was driven using a sinusoidal base excitation of constant
amplitude and frequency equal to its natural frequency. The
equations of motion were integrated numerically and the
amplitude and phase of each eigenmode were calculated using
the customary in-phase and quadrature terms. The repulsive
tip�sample forces were introduced through a standard
linear solid (SLS) model (Figure 8a), which is the simplest

representation that can reproduce both stress relaxation and
creep compliance.48 Both of these behaviors are observed in the
response of real viscoelastic surfaces, which can remain de-
formed following temporary indentation and gradually recover
upon stress release. This temporary deformation and gradual
recovery is illustrated in Figure 8b and a typical force curve for
single-frequency tip�sample impacts for a SLS surface is shown
in Figure 8c. Figure 8d,e shows successive multifrequency
tip�sample impacts, which have previously been shown to
differ considerably for different cantilever oscillations.20 The
attractive forces were modeled through the standard van der
Waals term generally used in AFM simulation,10 which is
included in the calculations of Figure 8b�e.

Figure 8. Standard linear solid tip�sample interaction model: (a) mechanical model (K0 and Kinf are linear springs and Cd is a
linear damper); (b) illustration of AFM tip and surface trajectory during single-frequency AFM impact (notice how the surface
remains indented and recovers gradually after the tip leaves); (c) force vs tip position for the impact shown in (b); (d)
illustration of surface trajectory for successive multifrequency AFM impacts (the trajectories of successive impacts are time-
shifted by whole cantilever periods in order to plot them on top of one another), showing how each impact differs from the
previous one (notice how they generally exhibit appreciably greater penetration than for the single frequency case); (e)
illustration of a large number of successive multifrequency AFM surface trajectories as a function of time. Remarkably, the
phase and amplitude of all driven eigenmodes can reach steady values despite the variability in the impacts.
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Sample Preparation. Silicon wafers (Ted Pella, Inc.) were rinsed
with isopropyl alcohol, ethanol, and DI-water (Sigma Aldrich)
before heating them with a butane torch (until bright orange
glowing) for≈30 s. Subsequently, the silicon surfacewas coated
with glass nanoparticles (size = 13.7 ( 2 nm, Microspheres-
Nanospheres; Corpuscular, Inc.) by the drop castingmethod. For
this the original nanobead solution was diluted with DI-water to
a concentration of 1%. A small droplet (20 μL) of this solution
was dropped onto the silicon oxide surface and allowed to
incubate for ≈1 min before the surface was thoroughly blow
dried with air. The PDMS (Sylgard 184, Sigma Aldrich) was
diluted with hexane (Sigma Aldrich) to achieve ultrathin films
as described in ref 49. The final mixing ratio was PDMS curing
agent/PDMS base/hexane = 1:10:1000 (by weight). This solution
was spin-coated at 6000 rpm onto the silicon wafer pieces
(≈ 1� 1 cm2) for 180 s. Finally, the PDMS films were cured on a
hot plate at 150 �C for 10 min. Before the samples were placed
into the AFM, a line was gently scratched into the film
with sharp tweezers to expose portions of the silicon oxide
surface.

AFM Measurements. A commercial instrument (Asylum Re-
search, MFP3D) was equipped with an external electronics
(RHK Technologies, PLL Pro) to drive the cantilever at three
eigenmodes simultaneously in the AM-OL-OL mode. A scheme
of the system setup used can be found in Figure 1. The AFM tips
used (Cont40A, MPP-33120, Bruker) were rinsed prior to experi-
ments with isopropyl alocohol, ethanol, and DI-water. First, the
free amplitude and amplitude set point of the first eigenmode
were set to values for which stable imaging of the surface was
possible. Subsequently, we adjusted the drive amplitudes of the
second and third eigenmodes to achieve compositional map-
ping and the desired amount of tip�sample indentation,
respectively. We increased and decreased the third eigenmode
amplitude step by step for obtaining images with higher and
lower tip�sample indentation several times to check whether
the imaging procedure permanently damages the sample
surface.
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